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COUNTING p-GROUPS AND NILPOTENT GROUPS
by Marcus DU SAUTOY

1. Introduction

Animals are divided into:

a) belonging to the Emperor;
b)
S

d) sucklng pigs;

embalmed,;
tam

(

(

(

(

(e) sirens;

(f) fabulous;
(g) stray dogs;
(h) included in the present classification;

(1) frenzied;

(j) Innumerable;

(k) drawn with a very fine camel hair brush;
(I) et cetera;

(m) having just broken the water pitcher;

(n) that from a long way off look like flies.

Borges quoting from A certain Chinese encyclopaedia™.

Classification is perhaps one of the great themes of Mathematics, not least in
group theory. In the 1890’s the work of Killing and E. Cartan provided a classification
of the simple Lie groups via their Dynkin diagrams. The 1980’s saw the completion of
the classification of finite simple groups. However, if we take even the least mysterious
of the simple groups, the cyclic group of order a prime p, we still don’t have a sensible
classification of how we can put such groups together to build groups of order a
power of p. In fact it has been considered that no such meaningful classification will
materialize and we will just have to relegate p-groups to categories (i) and (j) of Borges
Chinese encyclopaedia.

But there are attempts afoot to give some order to p-groups. In this paper we
introduce zeta functions as a tool for studying finite groups which offers new insight
into two existing approaches to the taming of p-groups. In Part I we apply zeta
functions to an approach introduced by Graham Higman in the sixties. If you can’t
say what the groups of order p" look like, you might attempt to at least say how many
there are and rescue p-groups from the fate of Borges’s classification (j). In Part II
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we take a more recent structural approach introduced very successfully in the eighties
by Charles Leedham-Green and Mike Newman. They suggested to sort p-groups with
respect to a new invariant called the coclass of a p-group. A p-group of order p" and
nilpotency class ¢ is said to have coclass r=n — c.

Part I concerns the following counting function and various refinements:

Definition 1.1. — Let p be a prime, n an integer and denote by

Sn, p)= the number of p-groups (up to isomorphism) of order p".

The following table shows the majority of our current knowledge of the explicit
values of f(n, p) based on computer computation:

S, 2)=14
J4, p)=15 for p odd
f5,2)=51
S5, 3)=67

SO, p=2p+2gcdlp—1,3)+gedlp—1,4)+61 for p>5

J(6, p) 1s given by a quadratic polynomialin p
whose coetlicients depend on p mod 60.

Higman and Sims (see [22] and [38]) gave an asymptotic formula for the
behaviour of this function as n grows (and p is fixed):

(1) f(ﬂ,ﬁ :p<2/27+()(1)>n3 as 7 — 00.

However Higman predicted a more subtle behaviour of this function as you vary
the prime p and fix n which starts to reveal itself in the above evidence for n=5 and
6. This is encapsulated in what has become known as Higman’s PORC conjecture:

Comjecture 1.2. (PORQ) — For fixed n there is an integer N and polynomials P, (X) for
0<i<N—1 so that if p =1 mod N then
f(?’l, p) = Pﬂ, 1@)

PORC stands for Polynomial On Residue Classes. Higman’s PORC conjecture
has withstood any attack since Higman’s own contribution in [23] in which he proved
that counting class 2 elementary abelian p by elementary abelian p-groups was PORC.
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In this paper we introduce a new tool, a zeta function, for tackling the
enumeration of finite p-groups. This is defined as follows:

Definition 1.3. — Let p be a prime. For integers n, ¢, d define (¢, d, p) to be the set of
Sfinate p-groups (up to isomorphism) of class at most ¢ generated by at most d generators and put

S, p, ¢, dy=card {G € P(¢, d, ) : |G| =p'} .

Define the zeta function of class c, d-generator p-groups to be:

g,d,p(s) = Zf(n: b ¢, d)pim

n=0
- > G
GeL(c,d, p)

This is a generalization of a classical function introduced to count finite abelian
groups which has a nice description in terms of the Riemann zeta function: let . 4(d)
denote the finite abelian groups (up to isomorphism) of rank at most 4 then

CAnl)= D AT =TE(2s)- - L),

Ae.A4(d)

In fact there is an Euler product here expressing the fact that an abelian group is a
direct product of abelian p-groups:

C /A(d)(»V): H Cl,d,p(5>-

p prime

Since finite nilpotent groups are direct products of finite p-groups we can use
the zeta functions counting p-groups to count nilpotent groups:

Definition 1.4. — For integers n, ¢, d define N (¢, d) to be the set of finite nilpotent groups
(up to 1somorphism) of class at most ¢ generated by at most d generators and put

gn, ¢, d)=card{G € N1c,d):|G|=n}.

Define the zeta function of class ¢, d-generator nilpotent groups to be:
Coas)= Y gn, c, dn’
n=1
= > 6™
Ge N

¢, d)

In this paper we prove the following theorems which generalize the classical
results for finite abelian groups:
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Theorem 1.5. — For integers ¢ and d there exists an Euler product

Cc,d(s): H t-»f,d,p(S)'

p prime

Theorem 1.6. — For a fixed prime p and integers ¢ and d, the function T, 4 ,(s) s a rational
JSunction m p~*.

Corollary 1.7. — For a fixed prime p and integers ¢ and d the function f(n)=f(n, p, c, d)
satisfies a linear recurrence relation with constant coefficients.

This Corollary shows the smooth behaviour when we fix a prime and count
Jm)=f(n, p, ¢, d) and offers some hope to rescue p-groups form Borges’s classification (i).
As for fixing # and varying p, we have managed to put some algebraic geometry
into the picture. Although this does not establish yet the strong uniformity predicted
by Higman’s PORC conjecture, we have established the following uniform behaviour:

Theorem 1.8. — For each ¢ and d there exist finitely many subvarieties E; , 4 (1 € T(c, d)) of
a variely Y, 4 defined over Q and for each 1 C T(c, d) a rational function P, 4 1(X,Y) € Q(X,Y)
such that for almost all primes p

T p(9)= Z e dp 1P 1(psp)

ICT(c, d)
where

e, ap1=card{a €Y, JF,) : a € E;, (F,) if and only if i € 1}.
Here Y means reduction of the variety mod p which is defined for almost all p.

Since f(n, p)=f(n, p,n — 1, n) this Theorem for C,_, , ,(s) has the following
corollary for the numbers f(n, p) :

Corollary 2.2. — For each n there exist finitely many subvarieties E; , (i1 € T(n)) of a varety
Y, defined over Q and for each 1 C T(n) a polynomial H, 1(X) € Q[X] such that for almost all

primes p
S, )= > enp 1 Hoa(p)

IcT

where

¢, p1=card{a € Y,(F,) : a € E; ,(F,) if and only if i € 1} .
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So counting p-groups is given by the number of points on varieties mod p (or
NOPOV, not quite as catchy as Higman’s culinary shorthand). Not only that, the
varieties E; . , are explicitly defined and arise from the resolution of singularities of a
polynomial we associate to each pair (¢, d). This theorem therefore offers some hope
to approach Higman’s PORC conjecture by analysing the nature of these varieties.

Using the analysis in [14] and [13] we can show that the uniform behaviour of
the zeta functions in Theorem 1.8 implies the following asymptotic behaviour for the
number g(n, ¢, d) of nilpotent groups of order n, of class at most ¢, generated by at
most d elements:

Theorem 1.10. — There exist a rational number afc, d) € Q, an integer B(c, d) > 0 and
Y(c, d) € R such that

dl, e, d)+ - +gn, e, d)~1e, d) n"" (log ).

This refines in some sense the result (1) of Higman and Sims.

The first part of the paper deals with counting p-groups of fixed class. To actually
classify p-groups according to class looks rather hopeless as a list of such groups rapidly
grows more and more complicated as ¢ grows. The second part of the paper turns
to a more fruitful invariant introduced in 1980 by Charles Leedham-Green and Mike
Newman [28]. A p-group of order p" and nilpotency class ¢ is said to have coclass
r=n— ¢. They made five Conjectures A to E, in decreasing order of strength, which
offered some insight into how p-groups look when sorted with respect to this new
invariant.

Remarkably these conjectures have now been confirmed. A proof of the strongest
conjecture A can be found in Leedham-Green’s paper [29] and Shalev’s paper [37].
It says that although a p-group of fixed coclass will have class commensurate with the
size of the p-group, nonetheless this p-group is close to being abelian.

Since the proof of these conjectures, a new set of conjectures due to Newman
and O’Brien [32] has appeared on the scene, offering a more delicate description of a
natural directed graph that can be built from p-groups of a given coclass. The vertices
of this graph consist of all p-groups for a fixed prime p, one for each isomorphism
type, and its edges are the pairs ( p, Q) with P isomorphic to the quotient Q /v,(Q)
where v,(Q) is the last non-trivial term of the lower central series of ), One of the
conjectures (Conjecture P) concerns the periodic behaviour of these graphs.

Each directed graph consists of a finite number of sporadic points together with
a finite number of families .7, each consisting of a single infinite chain (whose inverse
limit defines a pro-p group G) with finite twigs emanating from the points on the
infinite chain. In the case of the prime p=2, these twigs have bounded length. For
each integer M, let .7,(M) denote the tree consisting of the infinite chain and twigs
pruned to length at most M. Our main result of Part II is:
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Theorem 1.11. — The tree Z (M) s ultimately periodic.

For p=2 this confirms the qualitative part of Conjecture P. Here “ultimately”
means that there may be a finite piece at the top (the “tyranny of the small” as
Newman refers to it) which needs to be chopped off before the tree becomes periodic.

The proof depends on proving the rationality of various associated zeta functions
capturing the repetition of twigs of a particular shape, extending the spirit of the first
part of the paper.

Let ¢(r, n, p) denote the number of p-groups of order p" and coclass r and define
the Poincaré series of p-groups of coclass 7 to be

oo

Z 7>P<X> = Z 6(77 n, p)Xﬂ‘

n=

We prove the following theorem which provides some information about the
unpruned trees .7 :

Theorem 1.12. — For each p and 1, Z, ,(X) is a rational function.

All the proofs in this paper in some part depend on using another zeta function
introduced to classify the unclassifiable by Grunewald, Segal and Smith [21]. The
normal zeta function is defined for an infinite group G as follows:

G= > IG:H[™

He.#Z(G)
(oo}

=>4 (G
n=—1

where .£(G) denotes the set of normal subgroups of finite index in G. One can also
define a zeta function counting all subgroups of finite index however it is this normal
zeta function that will be relevant to us. Grunewald, Segal and Smith proposed these
zeta functions as a tool in trying to understand the wild category of finitely generated
nilpotent groups. These zeta functions of groups turn out to be functions with a lot
of interesting properties. But they suffered a certain amount of criticism: although
interesting in their own right, they did not serve as a very useful tool in the study
of groups. The philosophy of this paper is that, although originally introduced for
the study of infinite groups, zeta functions are a very powerful tool in understanding
finite p-groups and nilpotent groups. I hope that this paper will answer some of these
criticisms and stimulate group theorists to adopt these zeta functions as a potentially
very powerful weapon in their arsenal.

The connection to the first part of the paper comes from the fact that the set of
finite nilpotent groups ./ (¢, d) is precisely the set of finite quotients up to isomorphism
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of the free nilpotent group F, ; of class ¢ on d generators. However the zeta function
QF? ,(8) 1s going to overcount these images since one finite nilpotent group can be
realised as a finite quotient by several normal subgroups. But we can overcome this
overcounting by introducing a correction factor into the zeta function Cf’ d(s). Define

&, to be automorphism group of the pro-p completion (f:;) ) of F, 4. Then we shall
prove the following:

Theorem 1.13.

Coapl)= Y |0, N|7'[®, : Staby (N)| .

NaEF, )

P

With this theorem to hand we apply the machinery of definable p-adic integrals
developed in [3], [4] and [8] and in particular the new concept of cone integrals
introduced in [14] and [13].

We have focused so far on counting finite images of the free nilpotent group up
to isomorphism. However as we shall explain, the results actually apply in a much
broader context to counting finite images of any nilpotent or p-adic analytic group up
to isomorphism.

This is particularly relevant in the applications in the second part of the paper to
counting p-groups of fixed coclass and understanding the periodicity of the associated
trees. The proof of Coclass Conjecture A allows us to define a sort of universal
p-adic analytic pro-p group whose finite images capture all finite p-groups of coclass .
However it also has other images which are not of coclass r. Coclass at first sight looks
very undefinable. But we prove that as a corollary of Conjecture A, we can capture
coclass by definable sentences. This allows us to write down a definable integral which
describes the zeta function T.f(s) =7, »(p7°) and by [8] and [4] prove Theorem 1.12.

We need to squeeze the model theory to its limit to prove the periodicity of
Theorem 1.11. Counting numbers of groups doesn’t say anything about the shape
of the tree. However we can use the flexibility of the notion of definability to count
the number of points in the tree which have certain descendant patterns: this is then
enough to capture the notion of periodicity.

The last section contains a number of explicit examples of these rational functions
counting coclass.

The results of this paper were announced in [9]. A gentler introduction to some
of the themes exploited in the current paper can be found in [19].

Just as the last two centuries saw the classification of simple Lie groups and simple
finite groups, both at first sight quite out of reach, maybe the dawn of the new century
offers some hope to understand the class of finite p-groups and nilpotent groups. Who
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knows, perhaps such a classification will be as exotic as Borges’s menagerie of animals.
We hope at least that the present paper offers some contribution to this project.

Acknowledgements. — 1 would like to thank the Royal Society for the support that
their University Research Fellowship has provided me during the course of this piece
of work. I would also like to thank Dan Segal whose support, advice and suggestions

are always invaluable.

Notation.
) denotes the set of normal subgroups of I of finite index.
#,(F) denotes the set of normal subgroups of F of p-power index.

jga?) denotes equivalence classes of .2 (F) under the action of the automorphism
group of F.

S(n, p) is the number of groups of order p".

S, p,c,d) is the number of groups of order p" of class bounded by ¢ and
generated by at most d elements.

gn, ¢, d) is the number of nilpotent groups of order 7 of class bounded by ¢ and
generated by at most d elements.

(r, n, p) 1s the number of groups of order p" and coclass .

Part I. Counting finite p-groups and nilpotent groups of class ¢

2. Euler products for the zeta functions counting finite nilpotent groups
We generalize the setting a little from the introduction.

Definition 2.1. — For any group ¥ let ‘G(¥) (respectively G, (F), p prime) denote the set of
finite quotients (respectively finite p-quotients) of the group ¥ up to isomorphuism and set

C:G(F)(S) = Z ‘G’ﬂ

GEY(F)

Crn= Y IGI™.

GeZ,M)

If F=F, , is the free nilpotent group of class ¢ on d generators, then the set
‘Z(F) is all finite nilpotent groups of class less than or equal to ¢ and with at most d
generators, Le. Cgr, () =T 4s). Note that if I denotes the profinite completion and

E) denotes the pro-p completion of F then C,@@(S):C:g@:)(s) and C;g/]f(m(s):gg@)(s) (see
section 1 of [21]).
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We are going to use the zeta function counting normal subgroups in F to
understand the zeta function Typ(s). Recall that this is defined in [21] as follows:

Definition 2.2. — For any group ¥ let Z1E) (respectively .2, (¥)) denote the set of normal
subgroups of finite index (respectively p-power index) in ¥. Then

Gil= > [F:H[™

He ZF)

&,0= 3 [P

He.2,(F)

Each normal subgroup of finite index gives rise to a finite group in the set ‘&(F).
However the zeta function counting normal subgroups over counts the finite images of
F since each finite image appears in several ways as a finite image of F. It is interesting
to compare the expressions in the case of F=2Z" the rank  free abelian group. As we
indicated in the introduction

Com)= Y, A7 =529 Tds)

Ae.A(d)

whilst
GO=C0E— )Y —d+ 1)
(see [21]).

We introduce an equivalence relation on the set .Z{F) and count equivalence
classes. Let Aut(F) denote the group of automorphisms of F.

Definition 2.3. — Call two subgroups Hy and Hy € ) equivalent if there exists an
automorphism g € Aut(F) such that gH,=Hy. Let ZF) denote the set of equivalence classes.
Define the index |F : N| of an equivalence class N to be the index of any representative for the class
in I and then define the zeta function:

= X PN

—

NeZ D)

Sumalarly we define a local zeta function for each prime p:

Crml= > [F:N™

—

Ne.Z,[®)

Since index is preserved by an automorphism ;’?T;TF) C }?@”)

Note that equivalent subgroups define isomorphic finite quotients. It is not true
in general though that an isomorphism between finite quotients can be lifted to an
automorphism of F.
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It 1s true, however, for suitable relatively free profinite groups. The following

definition is taken from Chapter 15 of [20]:

Definition 2.4. — A famuly € of finite groups s called almost full if the following hold:
(1) € contains nontrivial groups;

(2) of G € € then all homomorphic images and subgroups of G belong to €;

(3) if Gi, Gy € € then G, x Gy € €.

An tnverse limit of '€ groups is called a pro-€ group.

So for example we can take Z to be finite p-groups, abelian groups, nilpotent
groups or solvable groups.

Proposition 2.5. — Let € be an almost full family of finite groups and let ¥ be a free
pro-€ group. Let Hy and Hy be normal subgroups of finite index in ¥. If ¥/H, and ¥/Hy are
womorphic then there exists an automorphism g of ¥ such that gH, = H,.

For a proof we refer to Proposition 15.31 of [20].

Corollary 2.6. — Let ‘& be an almost full family of finite groups and let ¥ be a free pro-&
group. Then

Let F:F/a\d denote the profinite completion of the free class ¢ d-generator
nilpotent group. Then F is the free d-generator pro-¢ group where ¢ is the class
of finite nilpotent groups of class at most ¢. The set &(F) of finite quotients is then
just the set .J(c,d) of finite nilpotent groups that we are seeking to count. Similarly,
if EJ denotes the pro-p completion of F, ;, then we get the same conclusion with finite
groups replaced by finite p-groups. So we have the following:

Corollary 2.7. — Let ¥ denote the profinite completion of the free class ¢ d-generator nilpotent
group and ¥, its pro-p completion (or the Sylow p-subgroup of ¥). Then

L) = Ca®)
Cc, d,p(‘y) = CZ(\>(S) = CZE‘)(S)

'

We prove now a more general Euler product than that stated in the Introduction
(Theorem 1.5).
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Theorem 2.8. — Let ¥ be a finitely generated nmilpotent group (abstract or profinite). Then
Com(s) = H C%(D(v‘)-

p prime

Proof. — If G=F/N is a finite image of F then G=G,, x .. x G, = F/N, x
.. X F/N, where G, is the Sylow p-subgroup of G. Conversely if F/N, (i=1,...,7)
is a finite pi-image then setting N= N,, we get that F/N = F/N, x .. x F/N,
is a finite image of F. Also F/N = F/M if and only if the corresponding Sylow
pi-subgroups are isomorphic. This sets up a 1-1 correspondence between finite images
(up to isomorphism) G of I of order n= p[fl,..., pf’ and 7-tuples (Gpl,...,pr) of
images (up to isomorphism) of F where G, has order p“ Hence we get our Euler
product. O

Corollary 2.9.

;c,r[(s): H Cr:,d,p<5>-

p prime

In the case of a free pro-¢ group F we have shown that the function T (s)
and its local factors Ly p(s) are the same as the function C.Z‘(\F)(5> and its local factors
C ﬁ)(s) Hence the Euler product holds for the zeta function Cﬁ)(s). However even

Z, 2

in the general case when F is the profinite completion of a finitely generated nilpotent
group F and these functions are potentially different we can prove an Euler product

for T—=(s).
C.%m()

Theorem 2.10. — Let ¥ be a finitely generated milpotent group. Then
C/%(SF II c=0= ]I t=0.

. 2 . A
p prime p prime

Proof: — The Euler product for C; (5) (see [21]) already gives us a 1-1 corres-

pondence between the normal subgroups N of F of index n= n ey

r

and r-tuples

(pr '":Nﬁ,) of normal subgroups of F of index ;. The normal subgroups of index

a; . . . . a; . e
p; are in turn in 1-1 correspondence with subgroups of index p;" in F,.

If there exists ¢ € Aut(F) with gN; =N, then it follows that g will map the
corresponding 7-tuples of subgroups of pi-power index in F to each other. This
automorphism also determines an automorphism of F, which insures the equivalence

of the corresponding subgroups of 13]).
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It is the converse that needs a little more thought and depends on the fact

that the automorphism group Aut(F) has a decomposition as a product over primes p:
Aut(lE) =TI, Aut(E,). This decomposition follows from the corresponding decomposition

for the profinite nilpotent group: F I, 13/,. Suppose we have two 7 tuples of subgroups
(Np],...,Np) and (Mm»“-aMp,) where N, , M, < lATpi and there are automorphisms
g € Aut(E,l.) with gN, =M,. Then the isomorphism Aut(lE) =TI, Aut(?p) determines an

~

automorphism g € Aut(F) which ensures that the corresponding subgroups N and M
in I satisfy gN =M. This gives us our Euler product. O

In the case that F is a finitely generated, torsion-free nilpotent group then Aut(F)
has the structure of a Q-algebraic subgroup & of GL,. We can describe this as follows
(see Chapter 6 of [36]):

F has a natural embedding into the unipotent group of upper triangular matrices
Tr (Z). Then the automorphism group of the Mal’cev completion (or radicable hull) F?
of F is isomorphic to the automorphism group of the Q-Lie algebra £, (Q)=QlogF,
which has the structure of a Q-algebraic subgroup &(Q) of GL (Q). For example, if
F=2Z’ the free abelian group, then &(Q)=GL,(Q) and Aut(F)=&(Z)= GL(Z). Recall
that by [2] we can realise any Q-algebraic group with any given representation as
the automorphism group of a nilpotent group modulo its IA-automorphisms. (IA-
automorphisms are those which act trivially modulo the commutator subgroup.) In
general Aut(F) will not necessarily be the Z-points of ®. We need to make an extra
assumption on F.

The group F is called a lattice group if logF 1s an additive subgroup. In this case
we can choose a basis for this lattice log IF and identify the automorphism group Aut(F)
of F with &(Z). Also if R > Z is any binomial ring (for which F!® is then defined) we
can identify Aut(F®?)=®&(R). In general Aut(F) is an arithmetic subgroup of &(Q), i.e.
commensurable with &(Z) with respect to some choice of basis for £, (Q).

Note that if F is a lattice group then Aut(F)z(‘ﬁ(i): I, 6(Z,) where
Aut(E)z@(Zp). Even if F is not lattice group then for almost all primes p,
Aut(F,) = 6(Z,).

In Theorem 2.10, we proved the existence of an Euler product for the zeta
function counting finite images up to isomorphism of the profinite completion of F.
Does an abstract finitely generated nilpotent group have such an Euler product without
going to the profinite completion? This seems to depend on the class number of the
algebraic automorphism group being 1. A similar issue arose in [21] where the zeta
function counting subgroups of a nilpotent group G which were isomorphic to G
failed to have an Euler product, whilst if you count those subgroups whose profinite
completions are isomorphic to the profinite completion of G then you do get an Euler
product.
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We already have a one-to-one correspondence between subgroups N of finite
index in F and subgroups (N,) of finite index in [], ;. Fy- We can define the genus of

~

N with respect to Aut(F) to be the set of subgroups corresponding to the orbit of (N,

under the action of Aut(F) =11, Aut(E,). The class of N is the orbit under the action
of Aut(F). We then define

Saum(N) = number of classes in the genus of N.

~

Then fy.r(N) is equal to the number of double cosets Aut(F)g Stab Aut(f)<(Nﬁ)> in Aut(F).
The Euler product

o= Il =0

p prime & (F/’)

is equivalent then to fy,m(N) =1 for all N. Note that fj,(IN) is finite for all N since the
number of cosets of Stab Aut®(<NP>> in Aut(?) is bounded by the number of subgroups
of index |F:N| in F.

If F is a lattice group and its automorphism group & has strong approximation
then we can prove such an Euler product. The group & is said to have (absolute)
strong approximation if the diagonal embedding &(Q) — [, ,uime B(Z)) X BR)=B(A(x))
is dense where A(oco) is the ring of integral adeles. This is equivalent to the solvability
of a certain system of congruences. In particular it says that for a= (“ﬁw'":aﬁr) €
&(Zy) X ... x 6(Z,) and n € N there exists x € &(Q) with the property that

x = a,, mod p; for i=1,...,7. Strong approximation is an algebraic geometric version
of the Chinese Remainder Theorem. Hence for N and N in the same genus we can
take n large enough (since N and aN are open subgroups in G) so that xN=aN, 1ie.
N and aN are in the same class and fgz(N) =1 for all N. We therefore have

Theorem 211, — If ¥ s a lattice group and & has strong approximation then

= II ¢ ;ﬁ)(&)-

p prime d

A Q-algebraic group has strong approximation if and only if its reductive part
H is simply connected and does not contain any simple component H' with H'(R)
compact. A proof of this was first provided by Platonov in [33] and [34]. For details
on strong approximation and the subtle properties of class numbers of algebraic groups
we refer the reader to [35].
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3. Rationality of the zeta function counting p-groups

The Euler products of the previous section are something special about nilpotent
groups. In this section we move away from the special setting of nilpotent groups and
consider images arising from a general p-adic analytic pro-p-group.

Let G be a p-adic analytic pro-p-group and & is its automorphism group. In this
section we prove the following:

Theorem 3.1. — CQ%)(Q s a rational function in p°.

Recall that in [8] we proved that the zeta function

Gl= > IG:HT

He.Z(G)

is a rational function in p~°. The size of the orbit of H under the action of & is equal
to the index of the stabilizer of H in &. Hence we have the following:

Lemma 3.2.

Crg®= > |IG:H[[6: Staby(H)| "
He.ZG)

This is similar to a zeta function that we considered in [8] where we counted
conjugacy classes of subgroups of G. We can use a similar approach to there to prove
the rationality of this zeta function. In section 1 of [8] we introduced the language %
and proved the rationality of definable integrals over p-adic analytic pro-p-groups G.
The proof depends on translating these %-definable integrals into definable integrals
in the analytic language ,Zﬁl introduced by Denef and van den Dries [4] by exploiting
the p-adic coordinate system of G. We therefore aim to represent our zeta function as
an %;-definable integral.

The key to being able to do this is the concept of a good basis for subgroups in a
uniform p-adic analytic pro-p group G;. We recall this definition (Definition 2.2 of [8]).
The lower p-series G, of G, is defined as G, = Gﬁ71 [G,—1, G|] for n > 1 (for a reference
on uniform groups and the lower p-series see [7]). Let uj, ..., u; be a minimal generating
set for G;. Then every element x of G; can be uniquely represented as a product of
p-adic powers of this generating set: there exists a unique d-tuple (Aj,...,A,) € ZZ such
that

M M
X=1Up .,y =u(N).

Define w(x)=n if x € G,\G,+. Note that u(\) € G, if and only if A € p”*IZZ.
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The first order language £ is defined as follows. As well as the usual logical
symbols (including equality), the language has two sorts: those of sort x to be interpreted
as elements of the uniform pro-p-group G, and those of sort A to be interpreted as
p-adic integers. It has function symbols x-y, x~!, ¥*, d(x) to be interpreted respectively
as the product, inverse, Ath power and certain automorphisms of G, (to be specified).
There are constant symbols of the first sort representing fixed elements of G;. Finally,
there is a binary relation symbol x|y to be interpreted as w(x) > o( ).

The definition of a good basis for a subgroup H; generalizes the concept and
properties of the minimal generating set of the uniform group G :

Definition 3.3. — Let Hy be an open subgroup of Gy. Then an d-tuple (h,...,hs) of
elements of H, 1s a good basis for H, if

(1) o(h) < (k) whenever i < j, and

(i1) for each n < m, the set

1

{;{.’”“"(”")(},l+1 li=1, .., d o)< n}
is a basis for the Fy-vector space (H N G,)G11/Go1.

Note that a good basis for G, is a minimal generating set. Subgroups H; may be
generated by fewer than d elements but certainly H, can be generated by d elements,
1.e. G| has rank d. A good basis for a subgroup H; has the same property as a minimal
generating set for G,, namely every element of H; can be represented uniquely as
I, ...k =h(p) where &; € Z,.

The compact p-adic analytic pro-p-group G contains an open uniform char-
acteristic pro-p-group Gj. For each subgroup K with G, < K < G, define
Z(G,K)={H € .Z1(G): GiH=K}. For each such subgroup K we choose a right
transversal (91, ...,»,) for G; in G with the property that ( yi, ..., »,) 1s a right transver-
sal for G, in K. It suffices to prove that

o= D |G:H|7|®: Staby(H)™
HeZG,K)
=|G:K[” Y |K:H||&: StabyH)

He.Z(G,K)
is a rational function in p~".
Definition 3.4. — (1) Let H € (G, K). We call an n-tuple (4, ...,1,) of elements of
G, a transversal basis for H if (tlyl, e t,,y,,) s a nght transversal for Hy =HN G, m H.

(2) We call (hiy.csha, tiy.esty) a basis for H if (hy,...hs) is a good basis for
H =H N G, and (41, ...,4,) is a transversal basis for H.
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3) For a subgroup H € (G, K) define a subset M(H) o G(laur"):Gl X .. x Gy b
group 7y
MMH) = {(h1, ..., by, b, ..., 1,) is @ basis for H}.

Let w denote the Haar measure on Gdﬂl

M(H) expressing |K : H|™*. Put

In [8] an integral was defined over

o= card { j: (k) =k}
Sp=n Tt
S0 = 0
where (hy,...,h;) is a good basis for Hj=H N G;. The integrand in [8] is actually

incorrect and we take this opportunity to give the correct version. The error occurred
due to an incorrect calculation of the measure of the set GL, (Z,) which should be

(1 —p™ N1 = p72)..(1 — p~ ) =¢(r), say, rather than (1 — p~')*. Then the measure of
M(H) is given by

d
WOM(H)) = @, . hg) T p ! pr et =emetta

i=1
where ¢(hy, ..., hg) = §(r)...00x) and (k1) =...=w(h,,) < ok, +1). Define functions
h: G N and £: G — N and ¢ by

h(g)=o(g) + ()
Z 2i+n— 1ow(g)
=1

s 2i— n+1 —d? dn

Then since |[K : H|™ =|G;, : HN G| =p"""®)" for any choice of basis (gi, ..., g
for H we have that

IK:H|["=¢ / 01, ga)p"® " du
M(H)

=c [ flg)du
M(H)
Note that ¢(gi,...,gs) is still a definable function since we can definably partition G
into a finite number of subsets on which the function is constant so its introduction
has not affected the definability of the integral representing |K : H|™*
We now pull out our trump card in this setting. The automorphism group &
of the p-adic analytic group G is itself a p-adic analytic group (see Theorem 5.7 of
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[7]). Hence we can apply the same analysis as above to understand the subgroups
of &. Let &, be an open uniform normal subgroup of & of dimension r. (We won’t
need to insist that it be characteristic as we have done for G. We shall see soon
why we need this assumption for G.) For each subgroup £ with &, < & < &, define
G, K, R)= {H € Z(G): GG H=K and Stab,(H)&, = &}. For each choice of such
a subgroup £ choose a right transversal (v, ...,7,) for &, in & with the property that

(v1, ..., ) 1s a right transversal for &, in K. It suffices to prove that
CremalW= D |GiH[T|S: Staby(H)|™
He.#1G, K, 8
=|G:K[”|&: /7" Y |K:H||&: StabgH)|™'

He.Z(G, K, f)

is a rational function in p~.

For each H € . #1G, K, &) define
N(H) = {(ulu Sy s) € G (u, s) is a basis for stabq,)(H)}.

Let v denote the Haar measure on 6<1M). Then

|f : Staby,(H)| ' =¢ / O(x, ..., x)p " @ gy
N(H)

_¢ / F(x)dv
N(H)

where ', k', ¢ and I are the functions %, &, ¢ and F with d and » replaced by r and ¢

respectively.
Let
= | MEH) xNH) c G x e[
He.Z(G,K, 8
Then
2) > |K:H||&: StabgH)™
He.Z(G,K, 8)

— / F(@)F (x)dudv.
A

Since the integrand has already been shown to be definable in [8], our task is to prove
that the subset .7 is a definable subset of G x & in the sense of Definition 1.14
of [8]. Although we have two uniform subgroups on the go, we can think of this as a
definable subset in (d+n+7r+1{) copies of the pro-p-group G, x &, constructed as semi-
direct product with &; acting on the characteristic subgroup G, by automorphisms.
By a suitable choice of &, we can actually assume that G; x &, is a uniform group,
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namely choose &, to be contained in the kernel of the natural map & —Aut(G,/G?).

Note that G, and ®; are definable subgroups in G; x &; since, for example, any

element of G is expressible asa product of p-adic powers of a basis chosen for Gj.
To prove that .72 is definable in £, it will suffice to prove that the following

statements are definable:
(1) (A ey hay 11y s t,) is @ basis for some normal subgroup H of G with HG, =K;
(2) (1 ey Uy S1y ey 5,) 18 @ basis for some subgroup $) of & with HB, = &;
(3) $=>Stabg(H).

The first two are definable as established in Lemma 2.12 and Theorem 2.15
of [8].

To prove that (3) is definable we follow a similar argument to that outlined in
section 2.3.3 of [8] where the normalizer of a subgroup is shown to be definable.
Since uy,...,u, and svy,..., 57, generate the subgroup $ topologically, $)=Stabg(H) if
and only if

(@) uy,...,u, and sy0vy, ..., s,0; stabilize H;

(b)if 1 <7< s and x € &), and xy; stabilizes H then there exists u € Z;] and
1 <j <t such that

up Uy
XOi=Uy 5 ..o U, S50

Therefore to prove that (a) and (b) are definable it suffices to prove the statement
“xv; stabilizes H” is definable. Since (A, ..., k4, t1, ..., 1,) is a basis for H, every element

. . A A o . .
of H has a unique expression of the form £, ..., hddg ;- So xv; stabilizes H is equivalent
to the conjunction of statements for j=1,...,n of

\/ VA€ ZBue Z ((/ﬁl, Ll ) =0 ...,h;dtkyk> .

k=1

This i1s then a definable statement in the uniform group G; x ®; where we have
symbols in the language "'%/GlX% representing the action of the transversal elements
Dy Vm and vy, ..., 0, on the uniform group G; X &;.

So .70 is definable in % 4 and hence by Theorem 1.17 of [8] the integral
in (2) is a rational function in p~°. Hence C.%)(s) is a rational function in p~° and we
have proved Theorem 3.1.
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4. A simplification for nilpotent groups

Although theoretically powerful the definable integrals of the previous section are
a little daunting to analyse. In this section we show how for a nilpotent group F, we
can give a much more tractable integral expression for T s (s) for almost all primes p.

This expression allows some approach then to Higman’s PORC conjecture as we shall
explain.

The idea is to linearise the problem by considering the associated Lie algebra.
As we have explained a finitely generated torsion-free nilpotent group F has a natural
Lie algebra Z£.(Q) over Q associated to it. Make a choice of a Lie subring L of
Z:(Q) which is a full Z-lattice in £(Q). The automorphism group of the Mal’cev
completion (or radicable hull) F® of F is isomorphic to the automorphism group &
of the Q-Lie algebra £(Q). & is a Q-algebraic group. A Z-basis for L. determines a
representation for & with the property that for almost all p, &(Z,) is isomorphic to the
automorphism group of E,

For each prime p, define .21L,) to be the set of ideals of finite index in
L,=L®Z,. Define an equivalence relation on .#1L,) where two ideals N; and Ny are
equivalent if there exists ¢ € &(Z,)=Aut(L,) such that N; =¢@N,. Let %7(1,,) denote
the set of equivalence classes and define

S, 9= > L, N[

—

Ne Z L)

Then we have the following:

Lemma 4.1. — For almost all primes p
57 0=C 77,0

2TE)

Proof. — For almost all primes p, log l?‘p =L, and N — logN sets up a one-to-one
index preserving correspondence between %(E,) and .%(L,). This follows from the
analysis of section 4 of [21]. Since the isomorphism between the automorphism group
of E, and &(Z,) = Aut(L,,) is given by ¢ — logo @ o exp, the one-to-one correspondence
between %(Fp) and .2 (L,) preserves the respective equivalence relations on these sets.
Hence we get the equality of zeta functions claimed by the Lemma. O

Our first reduction is as before, namely:

Z Ly : N’ﬂ: Z L, : N|7'[&(Z,) : Stab@(zpﬂN)FI-

Re7T,) NEZL)
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The choice of basis for L allows one to identify L with Z" and L, with ZZ.
Let Tr,(Z,) denote the set of upper triangular matrices. For each N € .21L,), define a
subset M(N) C Tr,(Z,) such that M(N) consists of all matrices M whose rows my, ..., m,

form a basis for N. Note that if M € M(N) then N:ZZ M= {)»M NS Z;} Let u
denote the additive Haar measure on Tr (Z,). Then

IL,: N~ =1 —p’l)’”/ s [ [,
M(N)

(For a reference see section 3 of [21] with the warning that we prefer to use upper
triangular matrices for basis rather than the lower triangular matrices of [21].)

Now ®(Z,) is then a subgroup of GL,(Z,). We get a nice description of
Stab®<zp)(N) in terms of M € M(N), namely:

Staby gz (N)=8(Z,) N M~'GL, (Z,)M.

Let v be the normalized Haar measure on &(Z,). The value of |&(Z)) : Stabqj(Zp)(Nﬂ_1
is then just the measure of the set &(Z,) N M~'GL,(Z,)M. Hence

Ly N|7|8(Z)) : Stabyg, (N)] !

—(1—p " / [t [~ (B(Z,) M GLL(Z)M) du.
MN)

Define the subset .24 C Tr (Z,) x &(Z,) by

=M, K):Me |J MN),Ke®&Z)NM 'GLZ)M
Ne.#L,)

then

C'm)(s) =1 —p ™ [% [y [ (| " dudy.

In section 3 of [21] it is shown that the condition M &€ UNG%-(LM M(N)=V,, say,
is expressible as a definable formula in the language of valued fields %, independent
of p. We recall the condition since it is quite straightforward. Let § : Z" X 2" — Z"
be the bilinear map expressing the Lie bracket in L. with respect to the chosen basis.
Then a matrix M € V, if and only if

for 1 <i,j<n3Y},..Y: € Z,
such that f(m;, e;) = Z Yg-mk.
k=1
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This condition checks whether the additive lattice generated by elements whose
coordinates are the rows of M actually is an ideal in L,. In section 5 of [14] we
showed that by solving these equations we can represent this condition by a simple
sort of condition called a cone condition.

Defimtion 4.2. — Call a formula \p(x) in the furst order language for the valued field Q ,
a cone condition over Q if there exist polynomials fi(x), g(x) (=1, ...,0) over Q 1n the variables
X =X, ..o, Xy SUCh that P(X) s a comjunction of formulas

o fi(x)) < v gi(%))
Jori=1,..,L

It is mstructive to know how the polynomials in the cone condition for V, are
defined as they are explicitly constructible from the structure constants defining L. and
very amenable to direct analysis. We therefore reproduce the details contained in [14].

We can express the defining conditions for V), in matrix form which makes things
quite transparent. Let C; denote the matrix whose rows are c;=f(e;, e)).

M €V, if we can solve for each 1 <,) < n the equation

m,C; = (Y?., Y”) M

i e Y
with (Yilj, ,Y:l]) € Z;f. Let M’ denote the adjoint matrix and

M® =M'diag(myy , ..., m,  ..ym, 1.

nn ot nn >

Then since the matrix M is upper triangular, the i#th entry of M? is a homogeneous
polynomial of degree £ — 1 in the variables m, with 1 <r < s < k— 1. Then we can
rewrite the above equation as:

1 n
ml-C]-Mh = (mllYl-j-, ey Myyy ey m,mYl-j) .

Let g;ji(m,) denote the kth entry of the n-tuple mZ-C_th which is a homogeneous
polynomial of degree £ in m,. (In fact we can see that it is homogenous of degree 1
in my (s=1,..,n) and degree £ — 1 in m, with 1 <r<s<k—1)

Then

V= {(ma) € T, (Z,) : slmir, oo mig) < o gisslms)) for iy j, k€ {1,..n}}.

We collect together the simplifications of this section in the following:

Theorem 4.3. — Let ¥ be a finitely generated, torsion-free nilpotent group. Let L. be a choice
of a Z-Lie algebra spanning the natural Lie algebra £ (Q) over Q associated to F. Let &
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denote the Q-algebraic automorphism group of £y (Q)) with underlying Z-structure defined such that
6(Z)=Aut(L). Put L,=L® Z,.

(1) For almost all primes p,
t—

—~ () =C —= (s).
759=8 7m0

(2) There exist polynomials g;j(my,) for 1,7, k € {1,...,n} such that for all primes p,

S =(1 — -1 _"/ 5_1“. » SR udv
Sy = =) [ Jmal ™ "
where the subset A C It (Z,) X G(Z,) is defined by
P ((ms) s K) 2 vlmy ooy mug) < 0(gijalme)) Jfor i, j, k € {1,...,n},
T K € 8(Z,) N M~'GL, (Z,M

and dw is the additwe normalized Haar measure on "It (Z,) and dv is the normalized Haar measure

on &(Z,).

This formula is a bit more inviting to analyse. In particular to understand how
these functions vary with the prime p will depend on understanding two pieces:

(1) one coming from the zeta function counting ideals in L. or normal subgroups
in the free nilpotent group; and

(2) the other coming from the algebraic group & and the behaviour of the
measure &(Z,) "1 M~'GL, (Z,)M.

Note that the second statement of Theorem 4.3 holds also for a Lie ring L
additively isomorphic to Z" even if it is not nilpotent.

In the next sections we return to the special case described in the introduction
where I is a free nilpotent group.

5. PORC and counting points on varieties mod p

We move away from the general setting of the last few sections where we counted
finite p-groups as images of an arbitrary nilpotent or p-adic analytic group. Instead we
return to trying to understand the numbers

f(n, p)=the number of p-groups (up to isomorphism) of order p"

and for ¢, d € N the more refined version of this counting function f(n, p, ¢, d) defined
as the number of groups (up to isomorphism) of order p", of class at most ¢, generated
by at most  generators.
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In this case we can apply the previous analysis to the case that F=F, , the free
d-generator nilpotent group of class ¢. Then

g, d,p(S) = C.‘Gp’(m(f) =C—= (9.

2T
We begin by proving the following uniformity result for the behaviour of these

functions as we vary p:

Theorem 5.1. — For each ¢ and d, there exist finitely many subvarieties E; . 4 (0 € T(c, d)) of
a varety Y, 4 defined over Q and for each I C 'T(c, d) a rational function P, 4 (X, Y) € Q(X,Y)
such that for almost all primes p

T p(9)= Z e a,p, 1P 10, p7)

ICT(, d)
where
t..ap1=card{a €Y, (F,) :a € E; . F,) if and only if i € 1}.
Here Y means reduction of the variety mod p which is defined for almost all p.

Since f(n, p)=f(n,p,n — 1, n) this Theorem for C,_, , ,(s) has the following
corollary for the numbers f(n, p):

Corollary 5.2. — For each n there exist finitely many subvanieties ¥; , (1 € T(n)) of a varety
Y, defined over Q and for each 1 C 'I'(n) a polynomial H, 1(X) € Q(X) such that for almost all

primes p
f(n) ﬁ) = Z Cn,p, lHn, l( p)

IcT

where
¢, p1=card{a € Y,(F,) : a € E; (F,) if and only if i € 1} .

The proof relies on proving that the integrals of the previous section for free
nilpotent groups are represented by cone ntegrals. We defined in the previous section
the concept of a cone condition in the first order language for valued fields.

Definition 5.3. — Guven a cone condition P(x) over Q defined by polynomuals f(x),
ax)(t=1,...,0) and polynomials fy and gy with coefficients in Q , we call an integral

Zor(s, )= &I [gox)] |dx]

v, = {xez]yix) is valid}
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a cone integral defined over Q, where |dx| is the normalized additive Haar measure on ZZI and
D= 10580511585 Ji> G} 15 called the set of cone integral data.

In [14] the following uniformity result was established for such integrals:

Theorem 5.4. — Let (Y, h) be a resolution over Q for f(x)= Hf-:() Six)gi(x) and let
E., i € T, be the irreducible components defined over Q of the reduced scheme (ffl(D))re o Where

D-Spec(%lg};]) Then for each 1 C T there exists a rational function Py(X,Y) € Q(X,Y)
with the property that for almost all primes p

(3) Zg(&, /9): ZCP,IPI(pJ p75>

IcT

where
¢ 1=card{a € Y(F,): a € E; if and only if i € I}

and Y means the reduction mod p of the scheme Y.

So by Theorem 4.3 to prove Theorem 5.1 it suffices to show that

L= p e e (s + :/ 1L dudy
(I—=p )C.x(r,p)(s n) //|m11] ||t

AO

is a cone integral where the subset .72 C Tr (Z,) x B(Z,) is defined by

e {((m,.x), K) :olmyy, ..., my) < o(g;jx(mys)) for ¢, 7, k€ {1,...,n}, }

K € 6(Z,)"M~'GL,(Z,M

We have already done part of the work since the condition defining when a
matrix (m,) defines a basis for an ideal inside L, is expressed by a cone condition.
The task now is

(I) to rewrite the Haar measure d&v on &(Z,) in terms of an additive Haar

N
measure on Z,; and

(2) to prove that the condition K € &(Z,) " M~'GL (Z,)M is given by a cone
condition on K and M.

We begin with a description of the automorphism group & of the free class ¢,
d-generator nilpotent Lie algebra £(F) associated to F which will make everything
transparent.

Let w, ..., us be free generators for £'= £ (F). Let v,(%) denote the ith term of the
lower central series of £ and define ;= dimg, v(‘£)/v+1(£) and s;= dimg £/y:1(£).
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There are formulas given by Witt for these dimensions:
=141y u(j)d"”
Jlé
where u(j) 1s the Mobius function (see for example Theorem 5.11 of [30]). There

exists a sequence of elements zy, ..., 2, called a Witt basis for £ with the property that

(i) for s+ 1 < 1< 51, 2=, - @) (Where ji(0), ....jm1(0) € {1,..,d}) is a
homogeneous Lie commutator of length ¢+ 1 in the free generators u, ..., u;; and

(i1) Zsitls e 2, form a linear basis over Z for the Lie elements of length > i+ 1.

See for example section 5.6 of [30].

Recall that the Lie algebra L is a choice of a Z-lattice inside .~ which then
determines a representation of the automorphism group & and hence an associated
Z-structure on the algebraic group. We choose the lattice L. to be the Z-span of the

basis {zl, ...,zyc} and define L to be the Z-span of {zxiﬂ, "'azsm}- We then have a

decomposition
L=L&---®L.
This basis defines a Q-rational representation p : & —GL, with the property that

AutL,)=®(Z,) < GL.(Z,). We consider each -linear transformation o of the
/4 /4 Se 14 P

underlying vector space £ ® Q  as represented by a ¢ X ¢ block matrix (o) with
o, € Home(Ll- ®Q,, L;®Q ). The following Proposition gives a description of &(Z,)
as a subset of GL, (Z).

Proposition 5.5. — &(Z,) consists of all Q -linear transformations o= (o)) of the
underlying vector space £ @ Q , satisfying
[0AB1 c GLd(Zp)
ay € Md,,](Z[,) for 2 <] <cC
o =i (01, ey 0 ji1) Jor 2<i<y<c
where ;= (W;jr1) is a matrix of Q-polynomial maps ;i depending only on % and independent
o p-

For details see [17] and the references therein. Put ,; (a1, ...,011,]-) = ay.
We can now give a description of the Haar measure on &(Z,). We identify &(Z,)
with GL/(Z)) X [Tocje. M, (Z)) C My, (Z,).

Proposition 5.6. — Let do denote the normalized additive Haar measure on My, (Z,). Let

¢=0(BZ))=1—p 1 =p 2.l =p~%. Then %—1 -do defines the normalized Haar measure
on B(Z,).
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For details combine Example 2 and Example 4 of Section 3.5 of [35]. (Note
that because we are integrating on compact subgroups which are unimodular, we do
not expect any gauge form in translating the additive Haar measure to a measure on
6(Z)). To define a Haar measure on &(Q ) we would need to take C;I(det(x“)*d - do.)

Let M’ denote the adjoint matrix of M and

M* =M'diag(my, , ..., m,, ,....m, , 1).

nn he nn >

The condition K € &(Z,)NM~'GL,(Z,)M now translates with respect to the coordinate
system &(Z,) C M, ,(Z,) into the following condition: (kyi,....ki;) € M, ,(Z,) and
M € Tr,(Z,) such that

(a) ki € GL/(Z,) and my, ..., m,, ¥ 0; and
(b) there exists A € M,(Z,) such that
(4) M (’lpl']' (k11> ---;ki,j7i+1)) 1\/.[u :Adiag(mn, ey M1y ey m,m)

Let (M, ki, ...,k;,) be the polynomial in the entries of kjj,...,k;, and M
defining the k/th entry of M (y;; (ki1 ..., k; j_#+1)) M. Then condition (4) becomes the
following set of cone conditions:

®) (ki ..., ki) € My, 5(Zy) and M € Tr (Z,) such that
v (}l/d(M’ ki, ---yku)) > o(myy, ..., my).

Note that in our integral we forget about condition (a) since the sets detk;; =0
and my,...,m, =0 have measure 0. Hence we have proved the following expression
for € %<Lp)(s) In terms of a cone Integra

Theorem 5.7.

g1 —pil)”;y/(\)(s +n)= /”l/_|m11 | | dudo

L,
is a cone integral where the subset N~ C 'Tr (Z,) x My (Z,) 15 defined by
o ((m) s i1, oK, ) 2 olomar, oy i) < 6 giialm)) for i,y k€ {1, e}
l and v(m“, . m[1> <0 (}ZM(M, kll) ...,kl(;>) fb?’ 1 < /f, l<n
and dw X do is the additive Haar measure on 'Tr,(Z,) X My , (Z,).
This Theorem together with Theorem 5.4 proves Theorem 5.1. The statement
of Theorem 5.4 and the analysis means that we can identify explicitly the varieties in

Theorem 5.1. Since this will be very relevant in trying to understand PORC we take
some time to record the definition of these varieties:
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Definition 5.8. — Let £ be the free class ¢, d-generator Q-Lie algebra and let
Zs oy in be a Witt basis. Let Cj=(c(j)u) denote the n X n matrix with the property that
(zis 2) = X2)= 1 e J)uz Define the pobynomial ¥ (M, k1, ..., k) with coefficients from Q in
the entries (M, ki1, ..., k) € Tr,(Q) X My ,,(Q) X ... x My, (Q)="Tr,(Q) X M, ,(Q) as a
product of the following polynomials:

(i) polynomials gi;(my) for i,j, k € {1, ...,n} defining the entries of MCM* for j=1, ..., n;

(1) polynomials hy(M, k1, ... ky,) for 1 < k, | < n defiming the kith entry of
M (;; (K11, oo, ki ji1)) M# where ;; are the polynomials in Proposition 5.5; and

(111) m(lnfﬁﬁl)n)"w E?Qﬂﬁl)(”—i*l)’ ey Szrfﬂﬁl)‘

Let (Y. 4, h) be a resolution over Q for F oo (M, ki1, ..., k) and define E; , 4,0 € T(c, d),
to be the trreducible components defined over Q of the reduced scheme (h'(D)) ., where

D= Spec(Q'[x]).
(Fe)

It is then the varieties Efc, d),: € T(c, d) which appear in the statement of
Theorem 5.1. As we pointed out in Corollary 5.2 the case that c=n—1 and d=n is
particularly relevant for Higman’s PORC conjecture. We therefore make the following:

Definition 5.9. — For each n define T(n)="T'(n— 1, n) and E; ,=E; ,_, , for 1 € T(n).

Then these are the varieties which appear in the corollary to Theorem 5.1.

Let us say a few words about how canonical the definition of the varieties
Ei(c, d) are. There are of course different ways to achieve the resolution of singularities
of the polynomial F (M, k,, ..., k). However in recent work with Loeser [16] we have
shown that the varieties E,(c, ) sitting inside a suitable completion of the Grothendieck
ring of algebraic varieties over Q are canonically associated to the cone integrals from
which they are defined. The results with Loeser are based on the fundamental papers
of Denef and Loeser [6] and [5] on motivic integration.

Theorem 5.1 shows how the behaviour of the zeta function T, , ,(s) and the
function f(n, p, ¢, d) as we vary p depends on the behaviour of the number of points
in an associated set of varieties mod p. We make the following stronger conjecture
about the behaviour of these zeta functions and hence the nature of the wvarieties

Edc, d), i€ T(c, d):

Conmjoncture 5.10. — For each ¢ and d there exist finitely many rational functions
WiX,Y) € QX,Y) t=1,...,N) such that of p =1 mod N then

Ceapl)=Wil p, ™)
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The rational functions WX, Y) have the form

P(X, Y)
(1 — Xoy?n), (1 — X4y

WiX, Y)=

The nature of the denominator of W,(X,Y) will be a result of the fact that we
are summing geometric progressions.
Note in particular that this conjecture implies the following:

Corollary 5.11. — Suppose Conjecture 5.10 s true. Then for n € N and i1=1,...,N there
exist polynomials 1, (X) € Q(X) such that if p =1 mod N then

S, p,c, d)= Tn, i(p)
i.e. the function f(n, p, ¢, d) is PORC in p.

Since f(n, p, n—1, n)=f(n, p) this includes Higman’s PORC conjecture as a special
case. The proof that the conjecture implies PORC for the coefficients f(n, p, ¢, d) of
C.. 4, (5) follows by expanding the rational function Wi(X,Y) as

d.

1 o0 k

b 0 IT (3 (o)
j=1 \k=0

and reading off the coefficient of Y".

We can actually deduce a stronger corollary from Conjecture 5.10 which gives
some relationship between the polynomials 7, (X) as we vary n.

Corollary 5.12. — Suppose Comjecture 5.10 1s true. Let K; = C(Xl/ ) be the field of rational
Junctions in XY where ¢i="bir, ..., big. Then there exist positive rational numbers A; ; € Z[1/q],
roots of unity <; i and rational functions R; y(X, Z) € Ki[Z] (t=1,..,N, k=1, ...,s) which are
polynomaals in Z. whose coefficients are rational functions in X4 such that if p=1mod N then

n,p,c, d)= Z Ri ip, n (Q,k PAZ"")”.

k=1

Proof. — The proof is based on the same argument using partial fractions that
shows that the coefficients @, of a rational function in one variable are given by

a, = Z/-f_lP( ny; where P; is a polynomial and y; is an algebraic integer (see for

example [39] Theorem 4.1.1).
We can write (I — X@Y%). (1 — X"y ") = [['_,(1 - X%k 1Y) where
(1— XAi”fgl-,kY) are coprime for different £ and the ¢; ; are roots of unity. The theory
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of partial fractions (see for example [25] Chapter V section 5) implies that there exist
polynomials P; (Y) € K;[Y] for k=1, ..., 5 such that

Wi, v= Y e

=1(1 - XAi"'CZ',/CY>[k

M. .
Let P y(Y)= 32,20 P 1 (X)Y/ where P; ;. (X) € K. Setting
Ml P

R; (X, Z)= ZPW (cl-,kXAM)_j(wcf__f_j>

then by expanding the partial fractions in the expression for WX, Y) we see that the
coefficient of Y" is given by

i Ri (p, n) (gl-’kpAi,A)n.
k=1

One consequence of Theorem 5.1 is the following:

Theorem 5.13. — For each prime p there exist polynomials P,(Y) and Q ,(Y) over Z whose
degrees are bounded independently of p such that

?;c, d,ﬁ(j) -

We can in fact use Theorem 5.13 to prove that the conjectured PORC behaviour
of f(n, p, ¢, d) actually implies Conjecture 5.10.

Theorem 5.14. — Suppose that for n € N and i=1,..,N there exist polynomials
1o, i X) € Q(X) such that if p =1 mod N then

f(n: b, ¢ d) =T, z(ﬁ)

Then Comjecture 5.10 s true.

Proof. — 'This is a consequence of Theorem 5.13 and the following observation
made in Lemma 5.1 of [21]:

Proposition 5.15. — Let be an infinite set of primes and let (a,(X))en be a sequence of
rational functions over Q. Suppose that for each p € F’ there exist polynomials P,(Y) and Q ,(Y)
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n QY] such that
S apyi= Y
n=20 QP(Y>

and that the degrees of P, and Q, are bounded for all p € 72 Then there exists a rational function
WX, Y) e QX,Y) such that

P _w
Q(Y)
Jorall p e ?

(£, Y)

Recall at the end of the previous section we predicted that the analysis of the
integral describing these rational functions would fall into two parts:

(1) analysing the good basis for normal subgroups in the free nilpotent group;

and
(2) analysing the measure of certain sets in the algebraic automorphism group.
In [21] the following conjecture was made in relation to the first of these
problems:

Conjecture 5.16. — Let I be a finitely generated free nilpotent group of class ¢ on d generators.
Then there exists a rational function W(X,Y) € Q(X,Y) such that for almost all primes p

Gy =W(p, p7):

So a proof of Conjecture 5.16 will probably form an essential stepping stone to a
proof of Conjecture 5.10 and hence Higman’s PORC conjecture. This connection gives
a much greater significance to the original Conjecture 5.16 than was first supposed. In
the original paper [21] where Conjecture 5.16 was made a proof is given for class 2
free nilpotent groups. The proof combines Proposition 5.15 with properties of Hall
polynomials. In joint work with Grunewald [15] we have established this conjecture
for 2-generator free nilpotent groups of arbitrary class. We collect together our present
knowledge then in the following:

Proposition 5.17. — Conjecture 5.16 s true for
() class 2 free milpotent groups [21]; and
(b) 2-generator free milpotent groups [15].



COUNTING pH-GROUPS AND NILPOTENT GROUPS 93

It is a simple observation to see that a finite number of exceptional primes are
covered by residue classes by taking N in Conjecture 5.10 to be divisible by these
primes. The same argument implies that a function which is PORC on almost all
primes is PORC on all primes.

The evidence that we documented in the introduction certainly means that we
are going to expect some genuine PORC behaviour in Conjecture 5.10 and Corollary
5.16. In other words, there won’t be just one rational function or polynomial in general
that will work for almost all primes. Since Conjecture 5.16 implies that the behaviour
of normal subgroups in free nilpotent groups will not give rise to a genuine PORC
behaviour, we are expecting the analysis of (2) above to provide this.

One approach to proving the strong uniformity statement of Conjecture 5.10
would be to understand the polynomial F¢ (X) associated to the free nilpotent Lie
algebra and the associated varieties E; . ; (1 € T(c, d)). Counting points mod p in affine
space or on flag varieties is uniform in p. Counting solutions to Y"=1 mod p displays
a more PORC behaviour depending on the residue class of p mod 7. Is it possible to
prove that the varieties E; . s (1 € T(c, d)) and their intersections are built from such
varieties?

In [14] we showed that for an arbitrary nilpotent group G, the zeta function
Cé ,(8) (and the zeta function Tg ,(s) counting all subgroups although this is not so
relevant for us here) are given by cone integrals. We therefore have an explicit formula
given by Theorem 5.4 for T3’ (s). The following example shows that it is possible to
realise the elliptic curve Y?=X* — X as an intersection of varieties in the explicit
expression for ¢’ 9)-

Theorem 5.18. — Let G be the Hirsch length 9, class two nilpotent group given by the
Jollowing presentation:

G- <X1J X9, X3, Xy X5, X6, V15 02,03 5 [X1, Xa] =3, (%1, x5] =1, [%1, %] =9 >
(X2, Xa] =29, [%2, X6] =1, [x3, x4] =1, (%3, x5] =3

where all other commutators are defined to be 1. Let E be the elliptic curve Y > =X> —X. Then there
exist two rational function P(X,Y) and Po(X,Y) € Q(X,Y) such that for almost all primes p

Lo () =Pi(p, p7") + card(E(F,))Py( p, p7).

To see where the elliptic curve is hidden in this presentation, take the determinant
of the 3 X 3 matrix (a;;) with entries a;;= [x;, x;+3] and you will get the projective version
of E. When p = 3 mod 4, card(E(F,))=p + 1. However the behaviour of the number
of points on the elliptic curve Y?=X* — X mod p for p = 1 mod 4 is certainly
not uniform but varies wildly with the prime. For a description of the behaviour of
card(E(F,)) see, for example, Chapter 18.4 of [24]. This example appears in [10]
and [11]. It answers negatively the following question posed in [21] which was a
generalization of Conjecture 5.16 for arbitrary nilpotent groups:
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Question. — Let G be a finitely generated nilpotent group. Do there exist finitely
many rational functions W (X, Y),..., W,(X,Y) € Q(X,Y) such that for all primes p
there exists some i € {1, ...,r} and

C3l () =Wilp, p~)?

So Theorem 5.18 indicates that a positive answer to Conjecture 5.16 will be
something special about free nilpotent groups.

6. Asymptotic growth of finite nilpotent groups
In this section we prove the following:

Theorem 6.1. — For integers n, ¢, d define gn, c, d) to be the number of finite nilpotent
groups (up to isomorphism) of order n of class at most ¢ generated by at most d generators. Then
there exist a rational number a(c, d) € Q, an integer B(c, d) > 0 and y(c, d) € R such that

dl,e,d)+ - +gn, c,d)~ye, d)-n? (logn)".

We recall the following definition from [14]:

Defination 6.2. — We say that a _function Z.(s) s defined as an Euler product of cone integrals
over Q with cone integral data & if

29=20= T (g0 2o0.p)

p prime

where ay o =7Z(00, p) is the constant coefficient of Z.o/ (s, p), i.e. we normalize the local factors to
have constant coefficient 1.

We proved in [14] the following Theorem about such Euler products of cone
integrals:

Theorem 6.3. — Let Z(s) be defined as an Euler product of cone integrals over Q. Then
Z(s) is expressible as a Dirichlet series > _ | a,m " with non-negative coefficients a,,.

(1) The abscissa of convergence o of Z(s) is a rational number and Z(s) has a meromorphic
continuation to Re(s) > o — & for some & > 0.

(2) Let the pole at s=a. have order w. Then there exists some real number y € R such that

at--ta,~y- m“‘(logm)w_1
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We have already proved that the zeta function T, ,s) defined as the Dirichlet
series with coeflicients g(n, ¢, d) has the following Euler product (Corollary 2.9):

Cc,r[(s): H Cc,d,p<5>-
b

prime

We have also established in Theorem 5.7 that for almost all primes p

Coup)=c, (L =p )" 2o (s—n,p)

where &, , denotes the cone integral data in Theorem 5.7. Since the constant
coefficient of T, 4 ,(s) 18 1, we have that the constant coefficient a, ¢ of the cone
integral Zo, (s, p) 15 ¢(1 —p iy

Theorem 6.1 therefore follows from Theorem 6.3 (2).

We also record the following corollary about the analytic behaviour of T, 4(s)
which is a consequence of Theorem 6.3 (1):

Corollary 6.4. — The abscissa of convergence afc, d) of T, 4(5) ts a rational number and
C..d(s) has a meromorphic continuation to Re(s) > o — 8 for some & > 0.

A number of interesting problems now arise from Theorem 6.1:

Problem 1. — Determine for a given ¢ and d the values of the rational numbers

a(c, d) and B(c, d).

The number a(c, d) is the abscissa of convergence of the associated zeta function
Codls)= 22 gn, ¢, dn™ whilst B(c, d) + 1 is the order of the pole that exists at
s=alc, d).

In [14] we proved a similar result to Theorem 6.1 for counting normal subgroups
inside an arbitrary finitely generated nilpotent group:

Theorem 6.5. — Let G be a finitely generated nilpotent infinite group. Then there exist a
rational number o.% (G) € Q , a non-negative integer p < (G) > 0 and some real number y <(G) € R
such that
57(G) ~ (G- o) @

n

where s

(G) s the number of normal subgroups of index bounded by n.
Problem 2. — What is the relationship between o(c, d) and B(¢c, d) and a™(F, ,)
and B 9(F, ,) where F, , is the free nilpotent group of class ¢ on d generators?

It is clear that a<(F, ;) > a(c, d) since gn, ¢, d) is counting normal subgroups of
index n in F, ; up to some equivalence. When ¢=1, i.e. counting finite abelian groups,
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then a<(F, )=d and B9(F, ,)=0 whilst a(l,d)=1 and B(1, d)=0. There is not so
much progress yet even in determining the values of a”(F, ,) and < (F, ,) for ¢ > 1.
The following proposition collects together our present knowledge, all proved in [21]:

Proposition 6.6. — Let n denote the Hirsch length of ¥, 4.
(1) d < a(F, ) <n
(2) If c=2 then (d* — d* + 2)/4d < 07 (Fy, ;) < max{d,(d — 1)({d+ 1)/2}.
(3) a™(Fy, ) =2 and B~ (Fy,9)=0.
(4) a™(Fy, 3)=3 and B~ (Fy 5)=0.
We have proved that T, ,(s) has some meromorphic continuation beyond its region
of convergence. It should be pointed out that in general zeta functions associated to
groups cannot be meromorphically continued to the whole complex plane but in

general have natural boundaries. For the proof we refer to [12]. For example, the
following result is proved there:

Theorem 6.7. — CF<' %(s) can be meromorphically continued beyond its region of convergence
Re(s) > 3 to Re(s) > 7/5. However Re(s)=7/5 s a natural boundary for Ck 3() beyond which

no further meromorp/zzc continuation s pos&zble

Problem 3. — Does T, 4s) in general have a natural boundary beyond which
meromorphic continuation is not possible?

Finally there is the question of explicitly calculating examples:

Problem 4. — Calculate explicit examples of T, 4(s5) and T, 4 (s).

Currently explicit calculations have been made of CFj ,(8) and CFj L) (see [21]):

Ty () =Ll — DEBs — 2)
G () = LOels — 1)l — 20285 — 5)e(6s — 8)K6s — 9) [ Wip, p~

/) prime
where WX, Y)= (1 + XY + XY + X0V + XY + XY ) and g(s) is the Rie-
mann zeta function.
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Part II. Counting finite p-groups of coclass r and Conjecture P

7. Rationality of the zeta function counting p-groups of coclass r

Definition 7.1. — A p-group of order p" and milpotency class ¢ is sad to have coclass
r=n—c. A pro-p-group of coclass r is an inverse limit of an infinite chain of eprmorphisms of finite
p-groups of coclass r.

This generalizes the concept of maximal class, studied extensively by Blackburn
[1], which corresponds to coclass 1.

Definition 7.2, — Let o(r, n, p) denote the number of groups (up to isomorphism) of order p"
and coclass v and define the zeta function of p-groups of coclass r to be

oo

ls) =" dr,n, pp™.

n=20

T, p

o1 (8) 1s a rational function in p~°.

In this section we prove Theorem 1.12 that €

When one considers p-groups of a fixed class ¢ generated by d generators (as
we did in Part I) then there is a free object whose finite images give all such groups,
namely the free nilpotent pro-p-group of class ¢ on & generators. For this part of the
paper put F, ,=F,;/y+1(F,), where F, is the free d-generator pro-p-group.

When we come to consider finite p-groups of coclass r then such a free object
does not exist. However, using the knowledge we have of p-groups of a given coclass
from Conjectures A-E, we can define a “small” group such that all finite p-groups of
coclass 7 appear as finite quotients of this group. There are finite quotients which have
coclass bigger than r; but small here is meant to mean that we don’t have to take the
free pro-p-group as our choice, but rather we can use a p-adic analytic group which is
free in some variety. Let us state a version of Conjecture A and a related result (proofs
of which can be found in the papers by Leedham-Green [29] and Shalev [37]) which

will allow us to define explicitly the “universal” group for p-groups of coclass 7.

Theorem 1.3. (Comjecture A) — There exists a positive integer g=g(p, 1) such that every
p-group of coclass r has a normal subgroup of class at most 2 (1, if p=2) and index dividing *.

Theorem 7.4. (Proposition 4.5 of [37]) — There exists a positive integer h="h(p, ) such
that for every p-group of coclass v, if n > h then

[¥u(G)/¥u1 (G)] < p.
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A p-group of coclass 7 is generated by at most r+ 1 elements. (If 4G)=d then
P'=1G/@(G)| < [G/va(G)| < p= Tl =p"")

Definition 7.5. — Define the group 76, by

?é, = FHI /Y3 <Yg<F7'+l> : F{i]) .

The following is then a Corollary of Theorem 7.3:
Corollary 7.6. — Every finite p-group of coclass r is an image of 2¢,.

We remark that every subgroup of finite index in the finitely generated pro-p-
group 74, is open (see Chapter 1 of [7]) so we need not distinguish between finite
images in the category of groups and in the category of pro-p-groups.

Note that the group 74, is a finite extension of a class two finitely generated
nilpotent pro-p-group, and hence is a p-adic analytic pro-p-group. It is also a free
pro-Z-group for an almost full family of finite groups ¢ as defined in Definition 2.4.
Let ® =Aut(?4). Then by our analysis of sections 2 and 3 we proved that the zeta
function counting finite images up to isomorphism could be expressed as:

Ce6)(8) = € g7) 1)

= > |7, :H||& : Staby(H)| .
H< 7

r

By choosing a suitable subgroup ./'X &; of finite index in 74 X &, namely a
characteristic open uniform subgroup, we proved in section 3 how to represent this
zeta function as a sum of Z;-definable integrals

o / gV (x)dudv
MK, R

for each pair of subgroups (K, &) with . /'< K < %4 and &, < R <G (see (2) of
section 3). Recall

K, = ) MH) x NH) C . x @™
He.2(7¢,,K, 8)

where M(H) consists of bases for the normal subgroup H and N(H) consists of bases
for the stabilizer of H in &. However, as we pointed out, 74, has finite images that do
not have coclass 7. So we want to include an extrastatement in the definable integrals
expressing Cizz)(s) to exclude those normal subgroups giving rise to these unwanted
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images and hence represent the following:

)= Y |7 :H|”|& : Stabg(H)| '

ccl
He. %,

where .4 = {H :H <7, 74 /H has coclass r} as a sum of £ -definable integrals

o [ Sy
(K, R)

where

(K, R) = U M(H) x N(H).
He X7, K, AnZ",

We therefore have to demonstrate that we have a definable formula on the basis
of a subgroup H to say that it defines a finite image of coclass 7. In contrast to the
class of a group, coclass looks at first sight rather undefinable: as the size of the group
increases, so must the class of the group if the coclass is to remain bounded. Therefore
it appears that one might require checking commutators of increasing length which
cannot be captured in a definable way. However we are going to exploit Theorem 7.4
which tells us that coclass is in fact determined in the first 4( p, ) layers of the lower
central series.

For a normal subgroup H of 77, define integers dH, i) by

vi (26,) Hgin (2,) H|=p™".
Then, by Theorem 7.4, 24 /H has coclass r if and only if dH, 1)+ ...+ dH, ilp, n)=
r+h(p,r) and, for all ¢ > A(p, ), dH, ) < 1.

Lemma 7.7. — For all ¢ > h( p, n), dH, 1) < 1 if and only if for all normal subgroups L
of Y with (y;,( b0l (”/4) H) >L>H, f K a subgroup with L > K > [7¢,, L|H then
ather K=L or [7¢,, L|H.

Proof. — The “if” follows because these are p-groups, so if dH, 2 > 1, it would
be possible to fit a subgroup K strictly between v, (‘%,_) H and v, (‘?A,_) H; the “only
if” follows since if L is normal then it must actually be one of the terms of the lower
central series y; (?A,) H. O

Lemma 7.8. — The statement:

o “for all normal subgroups L. of 26, with i, »+1 (”?4) H>L>H, f K is a subgroup
with L > K > [7¢,, LIH then either K=L or |74, L|H”

s a definable sentence.
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Proof. — Firstly it is possible to quantify over all normal subgroups by quantifying
over their bases; also to say that L. > H, for example, just requires the statement that
it 1s possible to write a basis for H in terms of the basis for L. Finally we just need to
check that yu, 5+ ("?é,.) and [74,, L] are definable. The first group is a fixed subgroup
so we can choose a fixed basis for it. As for the second we can put a definable
condition on a basis that it be a basis for [74,, L]: firstly the group it generates must
contain each commutator of the form [g, /] with g € 74, and [ € L, and secondly it
must be minimal with respect to this condition. O

Finally we come to showing:

Lemma 7.9. — The statement “dH, 1)+ ...+ dH, k(p, n))=r+ h( p, 1) s definable.

Proof. — The statement
existence of a chain of subgroups

2. Vip, n1 (“’/ZJ H|=p*" is equivalent to the

26,=Ko z Ki 2 ... 2 Kwip, 1 2 Kovnp, = Yy, 91 (’%,) H
such that if K; > K > Ky, then K=K or Kj;. Since yy,, 5+ (%7) 1s a fixed subgroup
we can fix a basis for it. Hence everything is definable. O

Putting all these pieces together we get that coclass is definable and hence that
the subsets .74 (K, f) are definable subsets. This completes the proof that T/(s) can

be represented by an %-definable integral. By [8], it is therefore a rational function
in p~° and Theorem 1.12 follows. O

8. Periodicity and Conjecture P

To describe precisely the statement of Conjecture P we quote the following three
paragraphs (with some changes) from the introduction of [32].

In [28] a directed graph &, was defined on all p-groups. Its vertices are all
p-groups for a fixed prime p, one for each isomorphism type, and its edges are the
pairs (P, Q) with P isomorphic to the quotient Q /v, (Q) where y.(Q) is the last non-
trivial term of the lower central series of Q. If (P, Q) is an edge of &, then Q is
an immediate descendant of P. R is a descendant of P if there is a possibly empty path
from P to R. A group is extendable if it has immediate descendants and otherwise it
is terminal. (Originally Newman and O’Brien called extendable groups by the name
capable; however as Avinoam Mann has pointed out to me, capable was already used
by Philip Hall for groups which are central factor groups of some group.) The descendant
tree 7, of P is the subgraph of its descendants. A group of class ¢ is wnfinitely extendable
if it has descendants of all classes greater than c.
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A finite p-group is called coclass settled if all its descendants have the same coclass.

23 and

In [37] Shalev proved that 2-groups of coclass r are coclass settled by class
for p odd, that p-groups of coclass r are coclass settled by class 2p". This is precisely
Theorem 7.4 that we have been using in the previous section. Note that an immediate
descendant of a coclass settled group of order p" must have order p"*'.

We can associate with each pro-p-group G of coclass 7 a family of finite p-groups
of coclass 7 in the following way. All the finite quotients of G have coclass at most 7.
By Shalev’s result, all but finitely many of these are coclass settled and have coclass 7.
Since there are only finitely many pro-p-groups of coclass 7 (Conjecture D), all but
finitely many of the coclass settled finite quotients are quotients of only one pro-p-
group. These finite quotients form an infinite chain. The family .77, associated with
the pro-p-group G 1is the tree of descendants of the smallest group Rg in the chain. We
call Rg the 700t of the family. An infinitely extendable descendant of a root is mainline.
It follows from [29] that all but finitely many p-groups of coclass r belong to some
family. Because the p-groups in a family are all coclass settled, each direct descendant
of a group of order p" has order p"*'.

For example, it is known that there is exactly one family of p-groups of coclass 1
for every prime.

Call a connected subgraph of a family .77, a &wig if it includes at most one
mainline group. One formulation of Conjecture A for the prime p=2 implies that
there is bound on the length of twigs in a family. This is known to be false for primes
p > 2. In two papers [26] and [27], Leedham-Green and McKay proved that the
unique family of coclass 1 5-groups has twigs of length m emanating from the mth
point on the mainline. A full description of the tree has been conjectured by Newman
based on computer calculations and appears in [31].

In [32] a certain periodicity is predicted in these trees for 2-groups of finite
coclass where the twig lengths are bounded. The descendant tree .74 of p-group P
is periodic if P has a proper descendant Q) such that .7{j is isomorphic to .7%. The
period of a periodic .7 is the least value of log,(|Q]/|P|) and the descendant pattern of .75
is 7 — 7. We call a tree wltimately periodic if it contains a descendant tree which is
periodic.

Newman and O’Brien, based on experimental evidence, have made the following:

Comjecture P. — FEach family of 2-groups of coclass r contains a group R and a proper
descendant Q _of order 27 where q divides 2 |R| such that the descendant tree of Q is isomorphic
lo the descendant tree of R.

The conjecture is part of four conjectures about 2-groups: Conjectures P, Q,
R and S. The other conjectures concern specific bounds for the size of the periodic
root, the minimal R satisfying Conjecture P, (Conjecture R), the size of sporadic groups
(Conjecture S) and the size of groups to guarantee being coclass settled (Conjecture Q).
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Their conjectures are actually made for a slight refinement of coclass that they
call “lower exponent p-coclass”. This measures p-groups against the lower p-series
rather than the lower central series. Recall from [7] the definition of the lower p-series
P(G): P,(G)=G and Py ,(G)=[P{(G), G|P(GY for ¢ > 1. In [32] the filtration is shifted
by 1, since they define Py(G)=G, but we prefer to stick to the definition given here,
not least because it compares better with the lower central series. The lower exponent
p-coclass of a p-group P is then defined to be n — ¢ where |P|=p" and ¢ is the lower
exponent p-class defined by P.(G) £ 1 but P4 (G)=1. The coclass r in Conjecture P is

actually the lower exponent p-coclass.

In this section we are going to be concerned with proving the qualitative rather
than the quantitative side of Conjecture P so the order of periodicity will not concern
us. We are also going to stick with the original definition of coclass, rather than deal
with lower exponent p-coclass. In Theorem 6.1 of [32] it is proved that a p-group of
coclass 7 and order at least 4% has lower exponent p-coclass 7. Hence our proof will
cover those families of p-groups of lower exponent p-coclass » which also have coclass r
since the trees are the same. (Recall that the root of the tree is a coclass settled group.)
These are the families which arise from pro-p-groups which are uniserial p-adic space
groups. The additional pro-p-groups (and hence trees) that one gets by considering
lower exponent p-coclass are described in Lemma 2.2 of [32] where the following is
proved:

Proposition 8.1. — A finitely generated pro-p-group of lower exponent p-coclass r is either a
central extension of a cyclic subgroup of order p by a pro-p-group of lower exponent p-coclass r — 1
or a uniserial p-adic space group.

Note for example that there is only one family of 2-groups of coclass 1. It has
root Dg and each mainline group has three immediate descendants, one mainline and
the other two terminal corresponding respectively to the dihedral group, quaternion
group and semi-dihedral group. This is however one of two families of 2-groups of
lower exponent p-coclass 1, the other has root Cy x C4 and two groups of order 2" for
every n > 4.

Since Conjecture A holds for lower exponent p-coclass, all the arguments of the
previous section and this section will go through with the lower central series v,(G)

replaced by the lower p-series P(G) which is also definable.

As we mentioned above, for primes p > 2, twig lengths are not necessarily
bounded so we will not expect Conjecture P to hold as written. However Newman’s
conjectured shape of the tree of 5-groups of coclass 1 does have a more complex
notion of periodicity, which consists of some periodicity down the twigs. We consider
in section 9 the example of 5-groups of coclass 1.
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Here we prove the qualitative version of Conjecture P for 2-groups and a
periodicity result for odd primes which captures some of the nature of the periodicity
down twigs.

Definition 8.2. — For a family 7 and an integer M define Z,(M) to be the subtree
consisting of all mainline groups and non-mainline groups of distance at most M from a mainline

group.
So for p=2, there exists M such that .7;(M)=.7,. We prove the following:

Theorem 8.3. — Let .7, be a_family of p-groups of coclass r and let M > O be an integer.
Then Z,(M) s ultimately periodic.

We are going to use the zeta functions of the previous section as a tool. To that
end, for each tree .7, define a zeta function as follows:

L= > P

Pe.7;
oo
= Z rymy, p, TP
n=20

The second line is a definition of the coefficient «(r, n, p, .7;) which counts the number
of p-groups of coclass r of order p" in the family .77,. We shall prove

Theorem 8.4. — For each family .7, of p-groups of coclass 1, Tz (s) is a rational function
m p.
For 2-groups, the periodicity conjecture certainly implies this rationality result.

But of course not conversely. Rationality just says something about the numbers of
groups at each level and nothing about the shape. For example, let Ty be the graph

/ N\
. N
and T be the graph
. N\



104 M. DU SAUTOY

Then to each infinite sequence 6=(0,) with 6,=0 or 1, we define a tree with one
infinite branch and a twig of type Ty emanating from the nth node in this branch.
The zeta function corresponding to this tree is always rational but periodicity only
occurs if the sequence 0 is periodic.

So we are going to introduce a slightly more subtle zeta function which takes
into account the shape of the twigs. Given any group in a family .7, there is a bound
N(7;) on the number of direct descendants. One way to see this is to recall that each
p-group P in the tree is determined by a normal subgroup N of finite index in %47, a
p-adic analytic group. Now the number of direct descendants of a group is therefore
bounded by the number of normal subgroups of index p in N. Since %7, is p-adic
analytic, it has bounded rank and hence there is a bound on the number of generators
of finite index subgroups (see Chapter 4 of [7]). This implies that there is a bound on
the number of such index p normal subgroups.

Let TM, N(7,)) be the set of finite (directed) trees of length bounded by M with
a unique root and the valency of each node bounded by N(7%). Clearly T(M, N(7%,))
is finite. Now a family .7, consists of an infinite chain made up of the mainline groups
which we shall denote P,. From each mainline group P, define the twig t,(M) to be the
directed graph with unique root P, together with all non-mainline groups of distance
at most M from P,. Then for each t € T(M, N(7,)) define a zeta function

;Z},M,t(s): Z |Pn’_A

£,(M) = t

:‘Pl|—5 Z p—(n—l)s.

t,(M) = t

Theorem 8.5. — Z,(M) is ultimately periodic if and only if for all t € T(M, N(F)),
S, M, 8) 15 a ratwnal function i p~.

Progf. — A power series Y .-, a,/T" is a rational function in T if and only if
the coefficients a, satisfy a linear recurrence relation of length d, say, with constant
coefficients. If the @, are a bounded set of positive integers then this is equivalent to the
coefficients a, being periodic for n large enough. This follows because there are only
finitely many different sequences a,, ..., ¢,+4_1, hence for some s < ¢ we have a.;=a.,
for 0 <i<d—1 and so a, has period < /—s. In our case the coefficients a, are just 1
or 0 according to whether the twig of P, of length M is isomorphic to t or not. O

Therefore Theorem 8.3 will be a corollary of the following:
Theorem 8.6. — Tz, M, «(5) 15 a rational function i p~.

The strategy for the proof of both Theorems 8.4 and 8.6 is to take the definable
integral describing the number of all p-groups of coclass 7 and to add more definable
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conditions so that we are only counting p-groups in the family .77, and finally only
those which are mainline with twigs of a certain shape.
The pro-p-group G is the inverse limit of the p-groups P, in the mainline of .7.

Let #’denote a choice of normal subgroup in 74, such that 44 /2” = G. For n > 1,
let &2 > &’denote the normal subgroup with 74 /2 = P,. Then

Lemma 8.7.
Lz)= Y. |2, :H|"|®: Staby(H)|
He Z(7)
where
21T — H e . % : there exists L € & and ¢ € & with
ANT) = H <L and (=) C L C () '

Proof. — If L € . # and ¢ € & with ¢(=’) C L then ¢ defines an isomorphism
between a finite coclass 7 quotient of ?4,/%’and 74 /1. The quotient of 72¢ /=’maps
onto P; since L. C ¢(#7). But such finite coclass r quotients of 24,/ are precisely
the groups P,. Hence the coclass r p-group corresponding to 7¢4,/H is a descendant
of P,. Conversely any coclass r p-group 44,/H which is in the family .74, must have a
quotient 74 /L. which is isomorphic to 24 /% for some n. As we have proved above,
these isomorphisms lift to automorphisms of 72,. Hence H € . #{7). Note that the set
(F) 1s closed under the action of & so the number of times a descendant 74,/H
gets counted is still given by |& : Stab,(H)|. O

Proof of Theorem 8.4. — As in the proof of Theorem 1.12 we split up our zeta

function:
> |2, H|’|& : Staby(H)| ™' =
He . 2(7)
D EZAS D W (I > |K : H|™*|& : Staby,(H)| "

A<KK <Y, B <A<S He.Z(?¢,, K, NI
Let

MNT) = U M(H) x N(H) € 4@ x g™,

He X7, K, AN T5)
Then
> |K : H|’|f& : Stab,(H)| ™' = cc// - F(gF ' (x)dudv.
He.Z(2,, K, NI T AUTG)
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So to prove rationality of this integral we just have to prove that .Z4(.7;) is a definable
subset. Since

YT = {(h, t,u,s) € .7 (K, R : (h,t) is a basis for a subgroup H satisfying }

“there exists L € .2 and ¢ € & with H < L and ¢(&°) C L C ()"
we have to prove that this last statement “there exists L. € .4 and ¢ € & with
H < L and (=) C L C ()" is definable. We can quantify over subgroups L with
H < L € .%; by quantifying over bases for such subgroups. Also the concept of a basis
makes sense for subgroups like &” which are not open in 7¢,. We therefore fix such a
basis and also a basis for 7. We can also quantify over elements of & since they are
given by expressions of the form wuy; for i=1,...,s. So it becomes a definable statement
to test whether @(”) C L C ¢(#]). Hence the whole condition “there exists L € . %’
and ¢ € & with H < L and (&) C L C ¢(#])” is definable and consequently so is
the subset .Z4(7,). By [4] and [8] this implies then that Ty (s) is a rational function
in p~° and completes the proof of Theorem 8.4. O

Proof of Theorem 8.6. — Fix a twig type t € T(M, N(F)). Suppose that
7¢/H = P,, one of the mainline groups. We define the descendant twig ty(M) of H
of length M, by

(1) the nodes of ty(M) are equivalence classes of subgroups L € .2’ of H of
index at most p” in H with the property that L. does not contain any other subgroup

H, with u/dy/Hl = P, and £ > 0;

(2) there is an edge connecting nodes of ty(M) corresponding to L; and Ly if
L, C Ly and L; has index p in L.

To prove the rationality of Tz, w,«(s) we have to prove that the following
statement 1is definable:

e “(h, t) is a basis for a subgroup H such that there exists ¢ € & and n € N
with @(#?)=H and tg(M)=t".

The statement “there exists ¢ € & and n € N with ¢(?)=H” is equivalent to

(1) “there exists R € . & with #?C R C &4 and ¢R)=H” which is definable.
We can define when a group L € .2 is part of the descendant twig ty(M) of
length M of the group H. This involves the following statements:

(a) “for some m < M there exists a chain of subgroups
H:LO i Ll i i Lm—l i Lm:L

such that if L > K > Lj;; then K=L; or L;j,”; and
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(b) “if there exists R; € & with #C R; C &} and L C ¢(R;) then R, C R
implies that Ry =R”.

Condition (a) ensures that we are only counting groups of length at most M
from H. In (b), ¢ and R are the automorphism and group defined in condition (1).
Condition (b) says that 7¢,/L is not a descendant of any mainline group below P,.

Let O; be the finite set of nodes of t of length ¢ from the root of t and
1 +ei,...,1 + ¢, be the valencies of these nodes for i=0,..,M — 1. The nodes of
distance M from the root have valency 1. Then to ensure that ty(M)=t we want to
say that for each H satisfying (1) there exist subgroups L;;, n € 9; (1 <: <M, 1 <5< ¢
such that (putting Ly, = H):

(1) L;; satisty conditions (a) and (b);
(i) Lj+1,; is a maximal subgroup of L;; for ¢; +---+¢ ;1 </[<e +--- +¢5
(iii) for j + / there does not exist o € & such that L= Ly;

(iv) if LL is a group satisfying (a) and (b) then there exists a € & such that L* =1L,
for some .

This constitutes a finite number of definable statements.

Hence we can definably describe those subgroups H which define mainline
groups with twigs of type t. Hence by [4] and [8] Tz, a,«(s) is a rational function.
This competes the proof of Theorem 8.6. O

As a corollary we have therefore proved our periodicity result Theorem 8.3.

Note that it was important to bound the length of twigs we are considering if
we are going to have a chance of making a definable statement. It may be possible
though to exploit these ideas further to understand the sort of periodicity down the
twigs that is conjectured by Newman for example in the tree of coclass 1 5-groups
[31]. For example, we can use a similar argument to prove the rationality of the zeta
function

> P

tp(M) = t

where P ranges over all points in the tree .77, (rather than just mainline groups) and
tp(M) 1s the descendant twig of all non-mainline groups of distance at most M from P.
We can also define terminal points in the tree and capture the rationality of a zeta
function counting cuttings of length M containing a terminal point in the tree.

Our approach does not offer yet any contribution to the quantitative side of
the Periodicity Conjecture P of Newman and O’Brien. Although the definability of
the integrals looks rather unpromising to be able to ascertain the precise period, it
is possible that a more direct analysis of the groups 2/, for p=2 might yield more
precise information about the period. After all, 74, for p=2 is a finite extension of
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a free abelian pro-p-group. In [18], the zeta functions counting normal subgroups
in finite extensions of free abelian groups is considered and related to the work of
Hey, Solomon, Bushnell and Reiner. It is possible then that this approach could yield
information about the period. For example, the period or length of the recurrence
relation is the degree of the denominator in these rational functions. The paper [18]
seeks to understand what the effect of extending a free abelian group by a finite group
has on the rational function. This would be relevant therefore to understanding the
period of these trees.

To understand the zeta functions attached to 74, in this part we have used
integrals that are definable in the language % ,. These integrals translate into integrals
definable in the analytic language £ 131 for the p-adic integers of [4]. Since 74, is a
finite extension of a finitely generated nilpotent group, it is possible to use the analysis
of [21] for finitely generated nilpotent groups together with the analysis of [8] for
counting subgroups in finite extensions to write the parts of the integrals over bases
for subgroups in %4 in the algebraic language for the p-adic integers first used in
[3]. At present there doesn’t seem a great advantage in this simpler language since its
power comes in understanding uniformity questions across all primes. Such uniformity
properties are not so expected in this setting since the values of g p, 7) and A( p, 7) in
the coclass conjectures depend on p. It would be interesting though to see whether
a bound on the periods as we vary the primes could be obtained somehow from an
analysis of these integrals.

9. Examples

9.1. 2-groups and 3-groups of coclass 1

Lp

ccl

Let us begin with a description of the zeta functions C
for p=2 and 3.

(s) of coclass 1 p-groups

Theorem 9.1. — (1)

L, 3TP24237 42377+ 4.3 +3.37Y)
(1-37%)
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Proof. — (1) Yor p=2, «(1,2,2)=¢(1,3,2)=2, and (1, n, 2)=3 for n > 4. This
is classical.

(2) For p=3, ¢(1,2,3)=¢(1,3,3)=2, 1,4, 3)=4 and (1, 2n — 1, 3)=6 whilst
(1, 2n, 3)=7 for n > 3. These numbers were determined by N. Blackburn in [1]. O

Note that the tree for coclass 1 3-groups actually has bounded twig lengths,
unlike our next example where the twig lengths are conjecturally unbounded.

9.2. 5-groups of coclass 1

In [31], Newman gives a conjectural description of the tree .77, of 5-groups of
coclass 1. It 1s known that it consists of a single unbounded path made out of (non-
cyclic) finite quotients of the central quotient of the wreath product of the additive
group of the 5-adic integers by a cyclic group of order 5. Each quotient of order 5"
we denote by U,. It is coclass settled by 5°. Also every group in .7Z; of order 5" has
a quotient U,, with 2m > n. Thus every path beginning at U,, and not passing through
U,+1 has length at most m.

Newman has calculated ¢(1, n, 5) for n < 30. This revealed minor irregularities
for n < 16. But the descendant tree of U,, which we denote by .7Z;(9), revealed a
possible doubly periodic pattern which is described in Table 4(m) of [31]. Using this
conjectural description we can give the following conjectural description of the zeta
function of the tree .77;(9).

Theorem 9.2. — Define

Cmol)= > [PI”

Pe.7%5(9)
=" a(T9)57".
n=9

If Newman’s description of the tree &,
(1)

(9) @ correct then
P(5™)

Cool)=—"""—

(1 o 5—85)2

where

Plx)=x" + 18x'% + 38x"" + 106x'% + 163x' + 201x"* + 393x"> + 5824'°
+762x"7 + 939x"® + 955%™ + 1115x%° + 11344
+1325x%% + 1327x + 1499x**



110 M. DU SAUTOY
(2) a, = a,(75;(9)) satisfies the following linear recurrence relation for n > 25:

ap+16 = 2an+8 — dy

the wmitial conditions are provided by the polynomual P(x).

Since Newman has calculated ¢(1, n, 5) for n < 30 we know already the finite
polynomial Cigl5(s)—§7,g~5(9)(s) in 57°. Hence we can get a conjectural description of C\ic’lf’(s).
We omit this description since the tyranny of the small (i.e. the minor irregularities for
n < 16) results in rather a large numerator.

Corollary 9.3. — If Newman’s description 1s correct then there exists a polynomial P,(x) of
degree 24 such that

Pi(57)

L () =———.
(1 o 5785)2

9.3. 2-groups of coclass 2

In [32] some description is given of the 2-groups of coclass 2. In particular there
are 29 groups of order 2%~ and 38 groups of order 2*" for n > 4. Hence we have

Theorem 9.4. — There exists a polynomial Q(x) of degree 8 (which again captures the
tyranny of the small) such that

g
(1-27%)
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